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ABSTRACT

In this paper we presenta system for accurate3D
tracking of pupils of humaneyes.In multi viewpoint
video systemsthis informationis neededo present3D
scenes correctly to the viewer on a stereo display.

The systeminput is a stereoimage sequencetaken
from the viewer by camerasat the sidesof the display.
The systemis basedon four steps:global eyesdetection,
generatiorof eyefeaturecandidatesselectionof the best
combinations leading to 2D pupil positions and
stereopsisassistedby cameracalibrationleadingto 3D
pupil positions.

Experimental results show that the system obtains
accurate3D pupil positionswith anerrorin the order of
2 mm.

1. INTRODUCTION

In 3D video communicationspne of the mostpromising
techniquess the multi viewpoint system[2,6,11] shown
in Figure 1. The systemprovidesa sensationof depth
andmotion parallaxbasedon the positionand motion of
the viewer. At the presentationside new images are
synthesizedpasedon the actual position of the viewer.
The multi viewpoint systemrequiresa headtrackerthat
measuresthe 3D viewer position with respectto the
stereo display.
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Figure 1: A multi viewpoint 3D system

Other applications that need head tracking are for

instancemodel basedcoding [1,3] and face recognition
[5]. Head trackers developed for these applications
supply 2D positions in image coordinatesttsey are not

suited for the multi viewpoint system.

For complexityreasonsmulti viewpoint systemsoften
provideintermediateviewpointsonly [2,10]. In this case

the head tracker has to measure only the x pogifitime
viewer [4]. For a full multi viewpoint system that
providesany viewpoint[6], we needa headtrackerthat
measures the exact 3D position of the viewer.

Although the image synthesis part needs the position of

the pupils of the viewer's eyes[6], the term headtracker
is widely adopted.In the remainderof this paperboth
head and eye tracking mean tracking of the pupil.

In this paperwe will presentan accurate3D tracking
systemfor the pupils of the viewer. The systemis based
on recordingthe viewer with a stereocamera,followed
by four processingsteps. The steps include global
localisation of the eyes, generation of eye feature
candidates, selection of the best combinations and
stereopsis to obtain the 3D pupil coordinates.

In section2 the systemis described.Section3 gives
our experimentalresults. Finally in section4 we give

conclusions and recommendations for further research.

2. HEAD TRACKING SYSTEM
In this sectionwe describeour headtracking systemas
shownin Figure 2. The systeminput is a stereoimage
sequencef the viewer, obtainedby a stereocamera At

the output the estimated 3D locations of the left and right

eye of the viewer are available, relative to the stereo
display in the multi viewpoint system.

The tracking systemis basedon four steps.First the
headand eyesare localisedglobally. Thena numberof
eye feature candidateds generatedAfter that the best
combinationf candidatesire selectecandthe pupils of
both eyesarelocalisedin eachtrackercameraimage.In
thefinal step3D pupil coordinatesare obtainedfrom the
stereo2D pair of coordinateshy stereopsisTo obtaina
reliable stereopsis, we calibrate the tracker cameras.

In a two way video system,the samecamerascan be
usedfor recordingthe sceneand for headtracking. In
this casea trackercameradisparityfield is availablethat
can be usedto increasethe accuracyof the stepsin the
head tracker.

In the nextsectionswe will describethe camerasetup,
disparity estimator and the four head tracker steps.
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Figure 2: The head tracking system
2.1 Camera setup

Figure 3 showsthe camerasetup. The tracker cameras
are placed on both side§the stereodisplay.In this way

the scenecamerascan be used as tracker camerasin

bidirectional multi viewpoint applications such as
teleconferencing and videophony.

Stereoscopic display

Left Right
fracker v tracker
camera yA camera

A
OZ\SF £

ZZ Ok

Figure 3: The camera setup

The display referenceframe is centeredin the display
and the tracker referenceframe is centeredin between
the camera optical centres. The head tracker will
measurethe pupil positions in the tracker camera
reference frame, while the multi viewpoint system
requirespupil positionsin the display referenceframe.
So we need to know the relation betweenthe two
reference frames.

Currentlywe align the two referencdramesmanually.
It is a challengeto obtain an accuraterelationship
betweenthe referenceframessince the display itself is
not visible in the tracker camera images.

2.2 Disparity estimation

As shownin Figure 2, a disparity field betweenthe left

and right tracker cameraimagesis estimatedand fed

into the first threestagesn the headtrackersystem.In

this way the similaritiesin left andright trackerimages

can be used to enhance the performance of these steps.

In the multi viewpoint systema disparity field is
estimatedfor the scenecameraimages.If the scene
camerasreusedastrackercamerasthe availablescene
disparity field can serve as tracker disparity field.

We usedthe disparityestimatordescribedn [7]. Other
estimatorscan be usedas well, provided they perform
well in the area around the viewer's eyes.

2.3 STEP 1. Detection and global localisation
For the detectionand global localisationof the eyeswe

use the automatic technique described in [5]. This system

usesa backgroundimage to segmentthe image into
foreground/backgroundThen the head and eyes are
detected globally.

We apply the algorithmboth on the left and the right
imageto obtainestimatef the 2D eye positionsin the
left and right image separately.The tracker disparity
field can be usedto increasethe robustnessof the
detection, which is still under investigation, and to
increasethe accuracy.The latter is not necessarysince
step 2 needs only a very rough eye position.

2.4 STEP 2: Generation of eye feature candidates

For the generationof eyefeaturecandidatesye usethe
very promising neural network approachdescribedin

[8]. This methodcan track a left eyein a monoscopic
image sequence.The approachsearchesfor four eye
features(left, right, top, bottom)in a manually defined
window around the left eye. A post processingstep
searchesfor the combination of features that best
matches with the shape of a left eye.

In our system,the searchwindow is provided by the
globallocalisationstep.The postprocessingn [8] is not
presentin step2, to allow for a new post processothat
can make use of stereo correspondences in step 3.

We run the algorithm separatelyon both left andright
sequenceslo obtainthe featurecandidatesf the right
eye, the image data in the window around the right®ye
mirrored. This is necessansincethe neural network is
trained on left eyes.

The output of step2 consistsof 16 lists, one for each
trackercamera,eachviewer eye and eachfeature.Each
list containsa number of possibleimage locations for
that particular eye feature and a probability value.

2.5 STEP 3: Accuratelocalisation of the pupils

For the accuratelocalisationof the pupils we selectthe
bestcombinationf featuresn the 16 lists from step2.
We choose the combination method equal to the



monoscopigost processingdescribedin [8], performed
on both the left and right image features.

After the best four eye featuresare found for each
tracker cameraimage and eachviewer eye, we average
the positionsof the left andright featuresto obtainthe
estimated2D position of the pupil. We assumehat the
pupils are centered in the eye.

Step 3 provides four 2D measuremetitglocationsof
both the left and right eye pupil theimagesof boththe
left and right tracker cameras.

2.6 STEP 4. From stereo 2D to 3D coor dinates

In step 4 the 2D measurementsrom step 3 are

transformednto the final 3D positionsby stereopsisTo

obtaina reliableresult,we calibratethe trackercameras
following the method described in [9].

The calibration method has as input (at least) two
stereo calibration images, that contain a specific
calibration object. This calibration method providesus
with measurementoordinatesn the referenceframe of
the calibration object. We usean extra post processing
step that transformsthe measurementso the tracker
referenceframe. The transformis basedon the camera
parameters that result from the calibration.

3. EXPERIMENTAL RESULTS

We recordeda new stereotest sequencethe ANNET
sequencekigure 4 showsthe first left andright frames.
The sequence is accompan®dcalibrationimages. For
the experimentswe used each fifth of the first 191
frames of the sequence (1,6,11, etc.).

Figure 4. Stereo test sequence ANNET

Figure 5 shows an enlarged part of the first frame
including the estimated eye features and pupils.

Figure 6 showsthe obtained3D coordinatesof the left
and right pupils. Subjectively,they are in accordance
with the motion in the image sequenceAt the start of
the sequencehe personis moving very little, at the end
she starts laughing.
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Figure 6: Measured 3D positions of theleft pupil
(solid line) and the right pupil (dotted line)

Sincewe do not have a referencetracker, we usedthe
following two proceduresto estimatethe error in the
found 3D pupil positions.

In the first methodwe estimatethe error in the 3D
pupil positionsbasedon a known outputerror of step3
anda linearisationof the relation betweeninput 2D and
output 3D coordinatesof step4. The found eyefeatures
in step 3 are within 2 pixels of thrue positions[8]. The
linearisation of step 4 is a very complex, position
dependenttask to perform analytically. Therefore we
performed ithumericallyfor eachfound 3D eyeposition.
The linearisationresultsin 12 numbers: the derivatives
of the 3D eye position XYZ with respectto the 2D left
XY pupil and 2D right XY pupil positions.

For the eye positionsin the ANNET sequencewe
found that the linearisationis accuratefor deviationsof
up to five pixelsin the 2D domain.Averagingover the
sequenceand the four possible 2D errors (left/right
image, XY position), the resulting 3D errors are 0.72



mm/pixel (X), 0.68 mm/pixel (Y) and 3.63 mm/pixel
(2). So given the 2 pixel errorsin step3 we obtain a
pupil trackingaccuracyof 1.4 mm (X), 1.4 mm (Y) and
7.2 mm (2).

In the secondmethod,we checkedf the estimated3D
distance between left and right eye is invarisit to be
expectedFigure7 showsthe estimateddistancebetween
the left and right pupils.
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Figure 7: Measured 3D distance left/right pupils

Centredat frames126 thereis an outlier, causedby an
errorin theright eyeposition.At this pointin theimage
sequenceahe right eye becomespartly occludedby the
head.

Averagingover all frameswe found an eyedistanceof
61.2mm anda standarddeviationof 4.8 mm. Excluding
the outlier this resultsin a distanceof 60.2 mm and a
deviation of 2.2 mm. Dividing this over the two
estimatedpupils we obtainan error of 3.4 mm (any 3D
direction) for all frames and 1.6 mm excluding the
outlier. This is in accordancewith the first error
estimation method.

4. CONCLUSIONS AND FURTHER RESEARCH

A head tracking system has been designed for
applicationin multi viewpoint 3D video systems.The
objectiveis the accurate3D localisationof the viewer's
left and right pupils.

Experimental results show that the system obtains
accurate3D pupil positionswith anerrorin the order of
2 mm.

In future researchwe would like to incorporate a
calibrationprocedurefor the automaticalignmentof the
tracker and display referenceframes.In this procedure
we expectto be able to calibrate the slightly curved
display shape as well.
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