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Abstract

In this paper we present a new method for the self-
calibration d a stereo camera par including lens
distortion. A single stereo image pair is used without
calibration object or prior knowledge of the scene.

The method is based onthe etimation o a stereo
image rresponcence field followed by exraction
of the alibration paameters. The @rrespondence
field is a Markov Randam Field motion estimator
with an epipolar constraint that does not neel
calibration in advance A new probalili stic model
for local lens distortion serves as basis for the
constraint. A probablilistic stereo camera model is
fitted to the crresponcence field using a MAP
criterion. The optimum is found ly simulated
annealing.

The results with the crrespondence estimator
show that it is capalde of dealing with very large
trandations, rotations and scale differences, and
thus, a large \ariety in stereo camera paameters
such as position, orientation and focal distance
differences. For the parameter extraction phase, in
methods withou lens distortion, only 7 parameters
can ke measured. Our results indicate that if lens
distortion is included, at least 18 ou of 19
parameters can be measured.

1. Introduction

In the aea of 3-D measurements with stereo
imaging, acarate cdibration of the canera pair is
crucial [1]. The remnstruction of scene paints is
done by estimation of corresponding pixels in left
and right image ad subsequent trianguation.
Accurate triangudation can only be performed if all
parameters of the cameras are cdibrated (known).
These ae the eterna parameters which represent
the position and arientation of the cameras, and the
internal parameters such as focd length, pixel ratio,
lens distortion and CCD mispaositioning. As an
important  byproduct cdibration reduces the
correspondence problem from 2-D motion estimation
to the more dficient and reliable 1-D disparity
estimation [4].

There ae two dfferent techniques for cdibration:
fixed and self-cdibration. In fixed cdibration, all
parameters are extraded of line by pladng a spedal
objed with known geometry in front of the cameras
and processng of the camera images. In the past 20
yeas, little has changed in fixed cdibration
techniques [2,8]. Although they provide the most
acawrate results, they suffer from a number of
disadvantages. A spedal cdibration objed and user
interadion is required. The parameters bewmme
useless after a change in the camera parameters due
to e.g. zooming.

In self-cdibration techniques the parameters are
extraded using an image pair that contains the adual
scene. This circumvents the disadvantages of fixed
methods. However, without any reference to the
standard meter, it is impossble to olktain 3-D
remnstructions in meters. If absolute scde is not
important for the gplicaion then self-cdibration isa
powerful alternative to fixed calibration.

For cameras without lens distortion, self-cdibration
provides at most 7 parameters in genera [1]. Any
camera model that has more parameters results in
ambiguous <ene remnstructions. In [3] self-
cdibration is performed in a structure from motion
applicdion, in which multiple images are taken by a
single camera. This smplifies the stereo camera
mode significantly. Together with some alditi onal
constraints (such as a square pixels assumption) a
mode with a sufficiently low number of free
parameters is obtained.

For general stereo cameras with lensdistortion, it is
not known how many parameters can be estimated.
In[5] only the distortion parameters are found. In [9]
al cdibration parameters are found. However, lens
distortion is assumed to be equa for both cameras

and the images still contain some calibration pattern.

In this paper, we onsider self-cdibration of all
camera parameters on the basis of a single image
pair. The image pair contains the adual 3D scene of
interest. A dense crrespondence field is estimated,
from which the cdibration parameters are extraded,
see Figure 1.
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Figure 1: The self-calibration system

The rrespondence etimator is a motion estimator
with an epipdar constraint that does not neel the
internal and external camera parameters. It utilizes a
probabili stic Markov Random Field model for lens
distortion. The distortion MRF mode is easly
combined with an MRF model for motion estimation

which are known for their high accuracy results [6].

Finaly a probebilistic stereo camera model is
fitted to the arrespondence field oltained. We use
the stochastic minimizaion procedure simulated
annealing to find the parameters.

The paper is organized as follows. In the next
sedion we describe our correspondence estimator
based on motion estimation and a new probabili stic
distortion model. Sedion 3 gives the probabili stic
stereo camera model and sedion 4 describes the
extradion of camera parameters from the
correspondence field. Finally sedions 5 and 6 give
preliminary results and conclusions.

2. Correspondence estimation

In this sdion the goad is to find the crresponding
pixels in left and right images, in the @sence of
calibration knowledge.

Correspondence etimation in a genera pair of
images requires a 2-D seach, which can be
performed by motion estimation [6]. However, in the
spedfic case of stereo images the mrrespondences
follow the so-cdled epipoar constraint [1] that
reduces the seach to 1-D aong spedfic linesin both
images, the so-cdled epipdar lines. Applying this
constraint  enhances the qudity of the
correspondence field obtained significantly.

The canera parameters determine the position and
orientation of the epipdar lines. Without lens
distortion, the epipolar lines are straight lines in the
left and right images. With lens distortion, the
epipolar lines become curved.

As correspondence etimator we use a Markov
Random Field motion estimator [6] with an
additional epipolar constraint that only uses the
curvature of the epipadlar lines. Thisisinvariant to al
camera parameters except lens distortion.

We egtimate acorrespondence vedor field M and

ascdar field o, simultaneously. The field M defines
the corresponding left and right pixels:

= &%L % (1)
L

The scdar field 0< a, < 1t models the diredion of
the eipolar lines in the left image, defined as the
angle between the x_ axis and the line tangent to the
epipdar curve. Figure 2 shows the situation in which
there is no lens distortion and the epipolar curves are
straight lines.
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Figure 2: The epipolar direction field a,

At ead point P, in the |eft image, we @nstruct aline
I tangent to the gipdar line and parametrize it by
)\L with )\L =0 atP,.

For a distortionless left camera the following holds:

—éLa =00sa, ——a, +9na, 9 —a,. =0 (2
oA Lox, Ly, @

Now we projed the line |, onto the right image plane
using the arrespondence field m. As depicted in
Figure 2, the uniform parametrizaion by A, is not
preserved by the projedion. It is affeded by both
cdibration parameters and dsparity, which is a
function of the particular 3-D scene. When traveling
on line I with constant velocity, the arresponding
wak on line |g in the right image will thus exhibit
unknown accelerations.

If the right camerais also distortionless the line Ig
in the right image is a straight line. To remain on a
straight line, the accéeration should aways be
parale to the velocity. Formulated mathematicaly,
we have:

2
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The value of K depends on the cdibration
parameters and the particular 3-D scene. It changes
with image position.

For cameras with distortion, (2) and (3) do not
hold. We now model any deviation from (2) and (3)
by Gausdans with zero mean, which result in
quadratic energy functions in an MRF model. After
rewriting (2) and (3) into:

a,'=0 a=Kv 4)

we construct the curvature energy terms by:

L _éx\?
L_|aL| ER_ 2.2 (5)




The normalisation in Er makes aure the energy is
invariant to the esolute magnitude of both a and v,
which depend on the particular 3-D scene.

We have now defined a @rrespondence estimator
with 3 unkrown scdar fields (motion my, my and
epipolar angle a,) and two field equations (2) and
(3). The total MRF model is then defined including a
luminance difference term [6]:

Eror = V|l —1a|+E +Eq (6)
all pixelsin
theleft image
This term refleds the Constant Image Brightness
(CIB) asaumption, which states that corresponding
pixels have smilar luminance The weight fador y
regulates the influence of the arvature eergies
relative to that of the luminance differences. It will
be determined by experiment.
The aposteriori probability for M and a, after
observation of the images is given by:
P.

mall,,lg

Oe For )

The MAP solution of the motion and curvature field
are found by minimizaion of Eqor. A hierarchicd
simulated anneding agorithm is used to approximate
the MAP solution.

3. Stereo camera model

In this ®dion we describe our probabilistic stereo
camera model. Figure 3 shows the ammplete model.
Five reference frames are defined, the stereo frame
SFwith origin Og, the left/right lens frames LF, and
LFg, and the left/right projedion frames PF_ and
PFr. Without cdibration objed with a known length
in meters, it isimposgble to oktain measurements in
meters. We therefore seled the canera baseline a
our unit of length. The frame SF is defined to be a
right handed frame in which the two opticd centres
lie on the x-axis symmetrically around the origin.

y

Right
camera

Figure 3: The stereo camera model

Gausdan probability densities are asdsgned to all
parameters. We will now describe the parameters
and their mean and variance.

In baseline units, the opticd centres have fixed
coordinates in SF, (-¥2,0,0) for the left camera and
(+¥2,0,0) for the right camera. The orientations of the
the left and right lens frames are defined by two sets
of Euler angles (¢.,9y,9,). The lenses are present in
the origins of the lens frames, oriented in the xy
planes. We aume radial symmetry in the lenses and
thus we can asaime ¢,=0. The other two anges are
modeled by p=0 and 0=2 rad. This introduces a
small bias towards cameras that are damed at the
same objed. The reference frame S is defined up to
a rotation around the x-axis. We ca therefore
introduce an arbitrary equation that eliminates either
¢X;L or ¢X;R! such aﬂ)x;L + ¢X;R =0.

We asame the CCD to be perfedly flat, have
perfedly perpendicular image aes and perfedly
redanguar pixels. The image formation is invariant
for scding of the triplet focd length, horizontal and
verticd pixel size Therefore we choose without loss
of generality the horizontal size of the pixels equal to
1 (both cameras) and the verticd size equal to Ry,
the pixel ratio. The ratio is modeled aspu =1, 0 =
0.3.

The pasitions of the projedion frames PF i (CCD
chip) relative to the lens frames LF_k are defined by
two vedors (Opr ,O¥ ,OfF). The first two
numbers define the intersedion of the lens opticd
axis with the CCD (mispositioning) and are
modeled by pu = 0, 0 = 10 (pixels). The third is the
focal length modeled witbti=co.

The orientation of the projedion frames PF g
relative to the lens frames LF  is defined by two
sets of Euler angles (6,,6,,8,). 6, defines the rotation
of the projedion frame and is modeled with g=co.
The other two angles define non perpendicular CCD
placement and are modeled wjitlx 0,0 = 5°.

Since CCD misplacement isincorporated in severa
of the previous parameters, lens distortion can be
modeled simpler than in [7]. We use only the radial
distortion parameter K; with u = 0, o = 0.3. This
parameter relates the slope of the incoming and
outgoing light rays by:

Fog =T + Kol (8)
The dlopes are defined by the actangent of the
angles of the ray to theaxis of the lens frame.

We have now defined a stereo camera model that
contains 19 parameters ¢. It consists of 3 external
parameters (three independent lens rotations), 14
internal parameters (six for CCD pasitions, six for
CCD orientations and two pixel ratios) and 2 lens
distortion parameters.



4. Extraction of calibration
parameters

Once we have the mrrespondence field M, we can
extrad the camera parameters. We use the following
procedure.

If we have an estimate of the camera parameters,
ead corresponding pixel pair in the motion field M
can be trianguated to yield a 3-D scene point, see
Figure 4.

Triangulation

Figure 4: Extraction of scene points by
triangulation of corresponding pixels

For the true motion field and parameters, ead pair of
congtructed light rays intersed in a scene point. If
there ae arors in either motion field or parameters,
the light rays do not intersed in genera. By least
sguares estimation we can obtain the two closest
points on the light rays. These points are projeded
badk onthe CCD’sviceversa ais iownin Figure 4
for the right CCD.

The difference in forward and badkward light rays
for eadh CCD is assumed to be caused by errorsin
the estimated motion field. These arors are modeled
to be independent for ead correspondence A 2-D
Gausdan is used with u=0 and o, to be determined
by experiment.

The total probahility for the parameters given prior
knowledge defined in sedion 3 and trianguation
errors is defined ag, . = e &, with Erorequal to:

Bouf, 5 gl ©

E. = o0+
or ;Da 0 4,0

perange's I pairs
We use a MAP criterion to define the best set of
parameters. A simulated anneding procedure is used
to minimizeEror (MaximizePro7).

5. Experiments

We tested the system separately for the
correspondence estimation and parameter extradion
parts. In our experiments with the @rrespondence
estimator defined in sedion 2, we did not observe
convergence to a relevant approximation of the
solution. For the moment, we downscded the

complexity by discarding the a, field. The energy
functions in (6) were selected as follows:

2
E =0 Ex =|a, +‘ay‘ (10)
with
0° 0”
a=—sm & =—m (11)
ox; Ty,

This yields snoothing on the crrespondence field
which is invariant to scde, trandation and rotation.
Thus, it is insensitive to large differences in focd
distance (zoom) and pasition/orientation of the
camera pair The drawbad is that (5) applies the
epipdar constraint and does not smoath, while (10)
applies smoothing equally in all directions.

Figure 5 and 6 show results with two stereo pairs.
In Fig. 5 the stereo pair consists of a natural image
and a 90° rotated version. For the @rrespondence
estimator, we found that 1 < y < 10 povides
convergence to relevant solutions. Using the motion
field, we interpolated the stereo pair. Clealy, the
estimator can handle very large trandations and
rotations. Figure 6 shows a synthetic stereo peir and
an interpolated image. Due to dight differences in
focd distances, pixel ratios and viewing angles of the
left and right cameras, the two scene objeds have
different sizes in the stereo image par. The
interpolated image shows that the estimator is
capable of handling these differences in scale.

, interpolated and right image from
a stereo pair with very large motion thru 90°
rotation.

Figure 6: Left, interpolated and right image from
a synthetic stereo pair with scale differences

Still, the motion fields of this downscded estimator
were not acarate eough for the parameter
extradion algorithm. The results either did not
converge, or converged to the wrong solution (for the
images in Figs. 5 and 6 the true parameters are
known).

To test the parameter extradion algorithm, we used
a synthetic image pair with available true motion
field (0., = 0) and true camera paraters, see Fig. 7.



Figure 7: Synthetic image pair and true motion
field (my, component)

With the dgorithm of sedion 4, we were @le to
obtain all parameters, except for one focd length
which hed to be provided manually. Table 1 shows
the true and measured parameters pand @ for the left
and right cameras. The O, = 1000 has been entered
explicitly for the left camera The simulated
anneding procedure is a @stly computation: It took
about 30 minutes on a SGI octane machine, while
using a four times sibsampled motion field (only
1/16 of all correspondences).

* *

Q@ Qa 3 3
o, 1° 0.998 -1° -0.998
o, 15° 13.43 -15° -16.82
O, -4 -8.12 8 8.61
0, 3.1415 | 3.11 9 8.99
o, 1000 1000 1000 | 1016.5
6, 2° 1.55 2° 1.5
6, 4° 5.01° 3° 4.78
0, 10° 10.04 10° 10.08
R 1 1.00 1 1.01
Ks 1.5 1.50 15 1.55

Table 1: True @ and measuredp parameters.

6. Conclusions

We presented a self-cdibration method for stereo
caneras consisting of two parts.  First
correspondences are estimated in a stereo image pair
that contains the adual scene of interest, after which
the canera parameters are etraded from the
correspondence field. As our results are very
promising but can be improved, we will discussthem
in somewhat large detail.

We designed a new correspondence estimator that
is based on motion estimation with a locd epipdar
constraint. It is based on extradion and penalizing of
the lens distortion of the caneras, without further
knowledge of the canera parameters. Currently, we
obtained only results with a downscded version, that
does not include the eipoar constraint. It does
include invariance to trandation, rotation and scde,
and thus, invariance to most of the canera
parameters such as camera position, orientation and
focd distance For image interpolation, subjedively
very good results were obtained for stereo pairs
involving very large trandations, rotations and scde
differences.

For the parameter extradion we used a simulated
anneding method. This method is easy to design and

does not require analyticd computation such as
derivativesin e.g. downhill methods. The priceis the
very high computational load. Although the
downscded correspondence etimator yields very
good interpolation results, we auld not extrad from
it any relevant camera parameter set. Thus, the
correspondences are acarate enoughfor photometric
interpolation, but not acarate enough for geometric
triangulation as shown in Fig. 4.

We therefore tested the parameter extradion
algorithm with a synthetic stereo image pair with
known true rrespondence field and camera
parameters, and found the following In self-
cdibration methods for lens-distortion-free caneras,
only 7 parameters can be obtained. The introduction
of lens distortion enhances the quality of camera
models by definition. Our results indicate that it also
enables the measurement of more parameters, in
additi on to the distortion parameters themselves. We
found that 18 aut of 19 parameters in the camera
model could be obtained. If the two lens distortion
parameters are not counted, we ae thus able to
measure 16 internal and external parameters.

Our future reseach objedive is twofold. First, we
would like to incorporate the locd epipolar
congtraint in the motion estimator. We exped that
good results can be obtained with more
computational power rather than conceptual changes.
Seoondly, we ae investigating if the single remaning
freedom in the cdibration can be acounted for.
Options that we mnsider are the use of a stereo
cameramodel based on a moving single canera such
asin [3], the before-hand cdibration of camera-life-
time @nstant parameters sich as the pixel ratio, and
the introduction of a third reference camera that is
partly calibrated before-hand.
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